Online Shopper Intention Analysis Using Conventional Machine Learning and Deep Neural Network Classification Algorithm
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Abstract

The use of e-commerce throughout the world in recent years is very rapid. The continuous increase in sales shows that e-commerce has huge market potential. Store profits are derived from the process of assessing data to identify and classify online shopper intentions. The process of assessing the data uses conventional machine learning algorithms and deep neural networks. Comparison of algorithms in this study using the python programming language by knowing the value of Accuracy, F1-Score, Precision, Recall, and ROC AUC. The test results show that the accuracy of the deep neural network algorithm is 98.48%, the F1 score is 95.06%, precision is 97.36%, recall is 96.81% and AUC is 96.81%. So, based on this research, deep neural network data mining techniques can be an effective algorithm for online shopper intention data sets with cross-validation folds of 10, six hidden layer decoder-encoder variations, relu-sigmoid activation function, adagrad optimizer, and learning rate of 0.01 and no dropout. The value of this deep neural network algorithm is quite dominant compared to conventional machine learning algorithms and related research.
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INTRODUCTION

All over the world, the use of e-commerce or online stores has increased rapidly in recent years. E-commerce is another word for online store, which is a way of shopping using social networking media that is used to process buying and selling transactions, where sellers and buyers don't have to worry about going to the store to see, buy and sell what they are looking for and want. It's just that they can view the goods online, place the desired order, then transfer the money, and then the goods will be sent by the store. online to the buyer's house through a courier service, without the need to go out to the store (Taj & Kumaravel, 2020).

The third party process of buying and selling products online is bridged by e-commerce. Now, online shopping is considered more convenient for users. Over time, online shopping has become an alternative means of shopping, because the internet can certainly be seen as something new in the form of shopping (Sonya Clausis Dea, 2019). The internet has now grown in terms of service, efficiency, security, and ubiquity, so that online purchasing is the third most popular activity involving the internet after the birth of e-commerce (Al-Gasawneh et al., 2020).

E-commerce technology is one of the basic needs of all business organizations. E-commerce is a method for consumers to purchase desired goods through the use of internet technology. Utilization of e-commerce technology can be seen by consumers (business to consumer) and business people (business to business). The use of e-commerce technology by businesses can bring both positive and negative values (Mumtahanah et al., 2017). In 2018, retail e-commerce grew to $1506 billion per year. The continuous increase in sales shows that e-commerce has huge market potential (Lim et al., 2016).

On the internet, online shops are very diverse, with small or large scales. Even ordinary stores that were originally open for hours turned to online stores. Therefore, consumers can look for goods non-stop for a full 24 hours. They can even look for stores in the country or abroad. The same is true for sellers, who can benefit from consumers around the world (Agustyaningrum et al., 2020).

Effective use of time can affect the level of sales figures, so this experience has a very important influence. Many e-commerce companies invest in early detection (Sakar et al., 2019). Even though e-commerce is emerging and popular today, not everyone is interested. Many online stores fail and fail to make a decent profit because consumers do not perceive online stores as an attractive buying/selling tool (Christian, 2019).

It can be concluded that consumer trust can be determined by the convenience of online store services (Khan & Khan, 2018). Verbal recommendations from family, relatives, close friends or even store star ratings and product prices are also factors that determine consumer trust (Liao et al., 2016). In online shopping, the intention to buy an item also depends on the quality of effective service. So that when ordering, the buyer will trust and believe the store (Han et al., 2018).

It is therefore very important for service providers and manufacturers to understand how these consumers behave in the future virtual market when using technology. Experienced online shoppers have more trust and a better feel for online services (Koththagoda & Herath, 2018). Online stores must be able to assess data that can identify
and classify shopper intentions, so that data can be obtained to predict sales levels. This capability can be applied to online stores using conventional machine learning algorithms. Using two modules, the type of algorithm used and the best prediction is the multilayer perceptron algorithm (Sakar et al., 2019). The random forest algorithm is most suitable for predicting the intention of online shoppers, especially by using gradient boosting in using this algorithm, it will produce high accuracy (Kabir et al., 2019).

In related research, no one has used the deep neural network method, only using conventional machine learning methods such as random forest, multilayer perceptron, and so on. So in this study, the focus is on comparing conventional machine learning algorithms and deep neural networks. Both of these algorithms are the best ways to assess the potential intentions of online shoppers using the Python programming language, so comparing the two algorithms gets the best and most accurate results for online stores receiving predictive results of online shopper intentions for appropriate income.

Based on the analysis of the background description, it can be stated that the identification of the problem in this research is how to prepare data that is ready to be used as training data in machine learning, how to determine the attributes that are very influential in online shopper intention data, and whether the algorithm model used can help online stores analyze the intentions of online shoppers as a source of information.

Based on the identification of the problems described, this study aims to find out how to prepare data that is ready to be used as training data in machine learning, find out how to determine attributes that are very influential in the processing of online shopper intention data, and find out empirically the effect on online shopper intentions in e-commerce business.

**METDHOLOGY**

A. Research methods

![Figure 1. Research Stages](image)

In online shopper intention research, a model is built based on the research process, namely the dataset, preprocessing, feature selection, modeling and evaluation model stages.

This research begins with collecting data on the UCI Machine Learning Repository website. Then the data is transformed into initial data for preprocessing, then features are selected using the Python programming language, after which it is tested with conventional machine learning algorithms using data cross validation.

At this modeling stage, there are two algorithms that will be compared using a programming language, namely conventional machine learning algorithms and deep neural network algorithms. Before entering the modeling...
algorithm, the data to be used is taken using a cross-validation method, where cross-validation is a model validation technique to assess the accuracy of the analysis results. Data that has been preprocessed is carried out by cross-validation by dividing the data into training data and testing data for the classification process (Panggabean et al., 2020). After the data is processed through preprocessing, feature selection, modeling, and testing, the next step is to analyze the data generated by the Python programming language using conventional machine learning algorithms and deep neural networks to get the best results from the algorithms applied to the data.

B. Application of Research Methods

The application of research methods on the Online Shopper's Purchasing Intention Data Set. In the implementation of this case, using five stages, namely:

1. Dataset

The data used is secondary data, where secondary data is data taken from researchers who have conducted similar research before and general data and the total number of data is 12,330, based on data from UCI Machine Learning (Dataset, 2018), with 18 attributes and 1 class that aims to determine the intention of online shoppers. The use of classification techniques with a high level of prediction and accuracy can help overcome these problems, making the results obtained easier, faster and more accurate. In this study, to be able to provide results with a high level of prediction and accuracy, a comparison was implemented between Conventional Machine Learning and Deep Neural Network algorithms.

2. Preprocessing

At this stage of the research, the amount of data obtained is 12,330, which will be processed and then used to generate predictions of online shopper intentions, based on both the information the shopper buys and does not buy. The data preparation stage begins with conducting data selection, which is reviewing the attributes whose data type will be changed. After the data selection process is carried out, then the data cleaning process is carried out. What is done in this process is to try to check for missing values.

3. Feature engineering and selection

At the feature engineering and selection stage, there are several stages, namely feature binning, feature scaling, and feature selection. In feature binning, it is used to group special days according to their probability values. Feature Scaling is done to standardize numerical features so that there are more outliers. Feature Selection is used to determine which features are the most influential in the data. After that, the data is divided using cross validation, whether it is used when modeling conventional machine learning algorithms or deep neural network algorithms.

4. Modeling

At the modeling or modeling stage, the prediction process is carried out with the proposed algorithm. The proposed algorithm is the Conventional Machine Learning algorithm which will be compared with the Deep Neural Network using the Python programming language to determine the level of accuracy, f1 score, precision, recall and AUC of online shopper intentions.

a. Machine Learning

The term machine learning refers to the automatic detection of meaningful patterns
in data. Machine learning is a way for humans to teach something to computers. Without doing any explicit programming, a computer can learn to process the data given to it. Machine learning algorithms play a role in teaching computers to process data. (Christian, 2019).

b. Decision Tree
A decision tree is the process of finding a set of models or functions that describe and separate data classes from one another, which is used to predict data that does not yet have a certain data class (Shiddiq et al., 2018).

c. Random Forest
Random forest is a classification method that is achieved by developing a Decision Tree method based on a random selection of attributes at each node to determine the classification. During classification, it is based on the highest number of votes in the returned decision tree (Ratnawati & Sulistyaningrum, 2019). Random forest is the union of mutual independent classifiers (CARTs) from the same distribution through a voting process (highest count) to obtain classification predictions. Random forest has features that can reduce correlation, which can reduce the results of random forest prediction errors (As Sarofi et al., 2020). The Random Forest formula (Leonardo et al., 2020):

\[ \text{Entropy} \left( Y \right) = - \sum_{i} p \left( Y \right) \log^2 p \left( Y \right) \quad (1) \]

d. Support Vector Machine
Support Vector Machine (SVM) is an integrated classification method (supervised) because at the time of training it requires certain learning objectives (Nurachim, 2019). The Support Vector Machine formula is as follows (Zulfikar & Lukman, 2016):

\[ \text{similarity} = \frac{\sum_{i=1}^{n} f(T_i,S_i)}{w_i} \quad (2) \]

Information:
T: New case, S: storage cases
n denotes the number of attributes, I: an individual attribute with a value between 1 and n, f: Attributioni have a similarity function between case T and case S, W: the weight assigned to the i-th attribute

e. Adaptive Boosting (Adaboost)
Adaboost is a synthetic learning algorithm that is commonly used in boosting algorithms. These improvements can be combined with other classification algorithms to improve classification performance. The calculation of the Adaboost algorithm is shown in the equation (Gultom, 2020).

\[ F(x) = \text{sign} \sum_{t=1}^{T} a_t h_t(x) \quad (3) \]

Information:
\[ h_t(x) = \text{weak of basic classifier}, \quad a_t = \text{learning rate}, \quad F(x) = \text{final classifier} \]

f. eXtreme Gradient Boosting (XGBoost)
XGBoost stands for eXtreme Growth Boost. Gradient Boosting is an open source project to implement an efficient, fast and scalable machine learning system called Gradient Tree Boosting for various learning problems based on the Greedy Function Approximation paper. XGBoost is used for supervised learning problems where it uses training data with multiple features \( x_i \) to
predict the target variable $y_i$ (Agarwal et al., 1994).

g. CatBoost adalah algoritma gradient boosting decision tree (GBDT) baru yang dapat menangani fitur kategoris dengan baik. Algoritma ini berbeda dari algoritma GBDT tradisional (Huang et al., 2019).

h. Deep Neural Network
A Deep Neural Network (DNN) is an artificial neural network with multiple layers. A deep neural network typically has more than three layers (input layer, N hidden layers, output layer), making it a Multilayer Perceptron (MLP) with more layers. Since there are relatively many layers, it is deep. The learning process in DNN is called deep learning (Watanabe & Nishimori, 2016).

A Deep Neural Network (DNN) is a type of neural network. This DNN consists of several hidden units with connections between layers but no connections between units in each layer. This method has an architecture similar to an Artificial Neural Network (ANN), with supervised training. By defining the input and matching it to an existing sample. The advantages of the Deep Learning approach for speech recognition are namely better network architecture, the ability to optimize many parameters, DNN is good enough for speech recognition, and DNN is faster to understand various languages/dialects (Fathurrahman et al., 2018).

i. Confusion Matrix
The confusion matrix is a very useful tool for analyzing bias when recognizing tuples of different classes (Utami, 2017). At the evaluation stage using the confusion matrix, the values of accuracy, precision, recall, and error rate will be obtained. Accuracy is the ratio between the number of correctly identified cases and the total number of cases.

$$Accuracy = \frac{TP+TN}{TP+TN+FP+FN}$$ (4)

Precision is the proportion of cases with true positive results.

$$Precision = \frac{TP}{TP+FP}$$ (5)

Recall is the proportion of positive cases that are correctly identified.

$$Recall = \frac{TP}{TP+FN}$$ (6)

5. Evaluation
At the evaluation stage, the prediction process is carried out with several algorithms, namely the Conventional Machine Learning algorithm which will be compared with the Deep Neural Network algorithm to see the results of accuracy, f1 score, precision, recall and auc success and error rates in Python.

C. The method of collecting data
Data collection methods can be divided into two sources of data, namely primary data and secondary data. Primary data is data taken from a direct source, while secondary data is data taken from researchers who have conducted similar research before.

In this study, the researcher uses secondary data. The research data was taken from the results of online shoppers' intentions obtained from UCI Machine Learning, with a total of 12,330 records consisting of 18 attributes and 1 class attribute consisting of Table 1.
RESULTS AND DISCUSSION

In online learner intention research using conventional machine learning algorithms and deep neural networks, it produces several variations in the value of the applied method.

A. Validation of the Preprocessing Step.

This research was conducted using unprocessed data and previously processed data, where unprocessed data is data that does not use feature engineering and selection, while processed data uses feature engineering and selection such as feature scaling and feature binning. The results are shown in Table 2.

From the results of testing the intention of online shoppers without preprocessing, and using preprocessing on conventional machine learning algorithms, the XGBoost preprocessing algorithm has an accuracy value of 90.45%, F1 score 66.16%, precision 83.11%, recall 78.14% and AUC 78.14% higher than other Random Forest, Catboost, Adaboost, SVM and Decision Tree algorithms. Although the difference in value is only slightly behind the comma. And by using data preprocessing the process of running on the data is faster than without preprocessing.

B. Conventional Machine learning Algorithm Model.

In this case, there are several conventional machine learning algorithms used in this research, namely Random Forest, Support Vector Machine, Decision Tree, AdaBoost, XGBoost, CatBoost.

To analyze the intention of online shoppers, this study uses conventional machine learning algorithms to produce accuracy, F1 Score, Precision, Recall and AUC (Area Under Curve) values.

---

**Table 1. Numerical Attributes and Categories of User Behavior Analysis**

<table>
<thead>
<tr>
<th>No</th>
<th>Nama Atribut</th>
<th>Min. Value</th>
<th>Max. Value</th>
<th>SD</th>
<th>Number of categorical values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Administrative</td>
<td>0</td>
<td>27</td>
<td>3.32</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Administrative_Duration</td>
<td>0</td>
<td>3398</td>
<td>176.78</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Informational</td>
<td>0</td>
<td>24</td>
<td>140.75</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Informational_Duration</td>
<td>0</td>
<td>2549</td>
<td>140.75</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>ProductRelated</td>
<td>0</td>
<td>705</td>
<td>44.48</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>ProductRelated_Duration</td>
<td>0</td>
<td>63973</td>
<td>1913.67</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>BounceRates</td>
<td>0</td>
<td>0.2</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>ExitRates</td>
<td>0</td>
<td>0.2</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>PageValues</td>
<td>0</td>
<td>361</td>
<td>18.57</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>SpecialDay</td>
<td>0</td>
<td>1.0</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Month</td>
<td>-</td>
<td>-</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>OperatingSystems</td>
<td>8.0</td>
<td>0.91</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Browser</td>
<td>13</td>
<td>1.72</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Region</td>
<td>9.0</td>
<td>2.4</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>TrafficType</td>
<td>20</td>
<td>4.03</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>VisitorType</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Weekend</td>
<td>1.0</td>
<td>0.42</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Revenue</td>
<td>1.0</td>
<td>0.36</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
The test results of several conventional machine learning algorithms that have been carried out, resulting in a comparison of the values of accuracy, F1 Score, precision, recall, and AUC (Area Under Curve), can be seen in the table 3:

<table>
<thead>
<tr>
<th>Model</th>
<th>Preprocessing</th>
<th>Accuracy</th>
<th>F1 Score</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost</td>
<td></td>
<td>90,44%</td>
<td>66,12%</td>
<td>83,10%</td>
<td>78,12%</td>
<td>78,12%</td>
</tr>
<tr>
<td>XGBoost</td>
<td>✓</td>
<td>90,45%</td>
<td>66,16%</td>
<td>83,11%</td>
<td>78,14%</td>
<td>78,14%</td>
</tr>
<tr>
<td>Random Forest</td>
<td></td>
<td>90,12%</td>
<td>64,26%</td>
<td>82,74%</td>
<td>76,75%</td>
<td>76,75%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>✓</td>
<td>90,18%</td>
<td>64,28%</td>
<td>83,01%</td>
<td>76,66%</td>
<td>76,66%</td>
</tr>
<tr>
<td>CatBoost</td>
<td></td>
<td>90,22%</td>
<td>65,06%</td>
<td>82,76%</td>
<td>77,39%</td>
<td>77,39%</td>
</tr>
<tr>
<td>CatBoost</td>
<td>✓</td>
<td>90,07%</td>
<td>64,45%</td>
<td>82,43%</td>
<td>77,04%</td>
<td>77,04%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td></td>
<td>89,01%</td>
<td>62,07%</td>
<td>79,55%</td>
<td>76,39%</td>
<td>76,39%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>✓</td>
<td>88,95%</td>
<td>61,82%</td>
<td>79,45%</td>
<td>76,23%</td>
<td>76,23%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td></td>
<td>85,32%</td>
<td>53,34%</td>
<td>72,03%</td>
<td>72,61%</td>
<td>72,61%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>✓</td>
<td>85,41%</td>
<td>52,78%</td>
<td>72,11%</td>
<td>72,04%</td>
<td>72,04%</td>
</tr>
<tr>
<td>Support Vector</td>
<td>✓</td>
<td>88,71%</td>
<td>52,86%</td>
<td>82,39%</td>
<td>69,17%</td>
<td>69,17%</td>
</tr>
</tbody>
</table>

The test results of several conventional machine learning algorithms that have been carried out, resulting in a comparison of the values of accuracy, F1 Score, precision, recall, and AUC (Area Under Curve), can be seen in the table 3:

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>F1 Score</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost</td>
<td>90,45%</td>
<td>66,16%</td>
<td>83,11%</td>
<td>78,14%</td>
<td>78,14%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>90,18%</td>
<td>64,28%</td>
<td>83,01%</td>
<td>76,66%</td>
<td>76,66%</td>
</tr>
<tr>
<td>CatBoost</td>
<td>90,07%</td>
<td>64,45%</td>
<td>82,43%</td>
<td>77,04%</td>
<td>77,04%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>88,95%</td>
<td>61,82%</td>
<td>79,45%</td>
<td>76,23%</td>
<td>76,23%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>85,41%</td>
<td>52,78%</td>
<td>72,11%</td>
<td>72,04%</td>
<td>72,04%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>88,71%</td>
<td>52,86%</td>
<td>82,39%</td>
<td>69,17%</td>
<td>69,17%</td>
</tr>
</tbody>
</table>

From the results of testing the intention of online shoppers without preprocessing, the XGBoost preprocessing algorithm has an accuracy value of 90.45%, F1 score of 66.16%, precision 83.11%, recall 78.14% and AUC of 78.14%, which is higher than the algorithm. Random Forest, Catboost, Adaboost, SVM, and Decision Tree are some of the algorithms used.

C. Deep Neural Network Algorithm.

In this study, there are several algorithms used after the conventional machine learning algorithm, namely there is a deep neural network algorithm that is varied from 3 hidden layers to 8 hidden layers.

The test results from several variations of the deep neural network algorithm that have been carried
out have resulted in a comparison of the values of accuracy, F1 Score, Precision, Recall and AUC (Area Under Curve) which can be seen in table 4.

From the test results above, by evaluating both the confusion matrix and the ROC curve, it is shown that the tests carried out are: optimization of the deep neural network algorithm with variations of 6 hidden layer decoders-encoder, activation function parameter sigmoid, optimizer adagrad, with a learning rate of 0.01, and without dropout, has a higher value than using conventional machine learning algorithms and related research. The accuracy value of the resulting deep neural network algorithm is 98.48%, F1 score 95.06%, precision 97.36%, recall 96.81% and AUC 96.81% for the conventional machine learning model, xgboost, while for research related to the accuracy of the multi-layer perceptron algorithm, it produces a value of 87.94% and F1-Score 87%.

Table 4. The results of the Accuracy, Precision, Recall, F1-score, and AUC scores on the Deep Neural Network Algorithm

<table>
<thead>
<tr>
<th>Layers</th>
<th>Activation Function</th>
<th>Optimizer</th>
<th>Learning Rate</th>
<th>Accuracy</th>
<th>F1 Score</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Hidden Encod-Decod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>0.01</td>
<td>96.82%</td>
<td>89.35%</td>
<td>95.11%</td>
<td>92.48%</td>
<td>92.48%</td>
</tr>
<tr>
<td>4 Hidden Encod-Decod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>0.01</td>
<td>97.83%</td>
<td>93.07%</td>
<td>95.59%</td>
<td>96.29%</td>
<td>96.29%</td>
</tr>
<tr>
<td>5 Hidden Decod-Encod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>0.01</td>
<td>98.08%</td>
<td>93.72%</td>
<td>96.85%</td>
<td>95.76%</td>
<td>95.76%</td>
</tr>
<tr>
<td>6 Hidden Decod-Encod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>0.01</td>
<td>98.84%</td>
<td>95.06%</td>
<td>97.36%</td>
<td>96.81%</td>
<td>96.81%</td>
</tr>
<tr>
<td>7 Hidden Decod-Encod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>0.01</td>
<td>98.25%</td>
<td>94.32%</td>
<td>96.90%</td>
<td>96.39%</td>
<td>96.39%</td>
</tr>
<tr>
<td>8 Hidden Decod-Encod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>0.01</td>
<td>97.30%</td>
<td>91.01%</td>
<td>95.96%</td>
<td>93.56%</td>
<td>93.56%</td>
</tr>
</tbody>
</table>

Table 5. Testing the Conventional Machine Learning Deep Neural Network Algorithm with Related Research

<table>
<thead>
<tr>
<th>Layers</th>
<th>Activation Function</th>
<th>Optimizer</th>
<th>Accuracy</th>
<th>F1 Score</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN 6 Hidden Decod-Encod</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>98.84%</td>
<td>95.06%</td>
<td>97.36%</td>
<td>96.81%</td>
<td>96.81%</td>
</tr>
<tr>
<td>XGBoost</td>
<td></td>
<td></td>
<td>90.45%</td>
<td>66.16%</td>
<td>83.11%</td>
<td>78.14%</td>
<td>78.14%</td>
</tr>
<tr>
<td>Multi Layer Perceptron (Sakar et al., 2019)</td>
<td>Sigmoid</td>
<td>Adagrad</td>
<td>87.94%</td>
<td>87%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Based on this value, it can be seen that the average difference in accuracy is 6.705%, F1 score is 14.5%, precision is 14.25%, recall is 18.67% and AUC is 18.67%.

CONCLUSION

From the results of testing online shopper intention data without preprocessing, and using preprocessing on conventional machine learning algorithms, the XGBoost preprocessing algorithm has an accuracy value of 90.45%, F1 score 66.16%, precision 83.11%, recall 78.14% and AUC 78.14% higher than other Random Forest, Catboost, Adaboost, SVM and Decision Tree algorithms. Although the difference in value is only slightly behind the comma. And by using the data preprocessing process that runs on the data faster than without preprocessing.

The preprocessing process uses data selection (data selection) and data repair (data cleaning), as well as engineering and feature selection, where the stages are feature binning, feature scaling, and feature selection.

The deep neural network data mining technique can be an effective yahoo for online shopper intention data sets with cross validation folds 10 data. Deep neural networks are able to achieve accuracy of 98.48%, precision of 97.36%, recall 96.81%, f1 score 95.06%, and AUC of 96.81% with variations of the deep neural network six hidden layer decoder-encoder, relu and sigmoid activation function, adagrad optimizer, and 0.01 learning rate with no dropout. This value is quite dominant compared to conventional machine learning algorithms and related research.

Based on this explanation, the application of the deep neural network algorithm is able to produce better levels of accuracy, precision, recall, f1 score and auc than conventional machine learning algorithms and related research.

There are no definite rules regarding the learning rate, node and dropout, but the smaller the learning rate, node and dropout, the greater the network accuracy and vice versa. If the learning rate,
nodes, and dropouts are getting bigger, the network accuracy will decrease, with the consequence that the process will take longer.
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